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Automated weapons have proliferated. General artificial intelligence (AI) permeates the operational  environment. 
Human/robot teams operate at the tactical, operational, and strategic levels. New synergies and concepts 
fundamentally change tactics and doctrine. Adaptation, information, and rapid decision making reign supreme over 
numerical strength and conventional mindset.

All of this will greet us in the near future. Exponential increases in processing power and AI research are changing 
our world. We must be ready.

Our community recognizes the need for new weapons systems, constantly evolving doctrine, and realistic training. 
In order to remain prepared for the next war, and not necessarily against a near-peer nation state, our Army must 
continue to embrace the future of warfare.

Human beings are inextricably linked to technology. Information systems in previous wars were relegated to high 
echelon elements. Recently, battle management systems and real-time data sharing made debuts with the fighting 
leader. Land Warrior, Force XXI Battle Command Brigade and Below (FBCB2), Command Post of the Future (CPOF), 
and others shape or shaped the way we share understanding and execute mission command. These systems, while 
sophisticated, were essentially dumb. We propose a future where our systems think, listen, speak, feel, and advise 
us during all phases of operations.

Picture a future battlefield where robots, drones, and other similar automata perform recon, make entry first, 
clear an objective, and work hand in hand with augmented human Soldiers. This time will also witness an interplay 
between expert AI and Army leaders in real time. Just as AI practitioners managed to create software capable of 
defeating the best humans at the complex game of “Go,” it’s perfectly reasonable to expect that they will devise 
systems which will excel at the game of war.1 Systems and networks will recognize cues in intelligence and the 
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evolving operational environment that point to high probability courses of action. At least in the near future there 
will be benefit in keeping a human in the loop. At some point though, a human decision-making cycle and OODA 
(observe, orient, decide, act) loop will be far too slow.

Target acquisition, identification, and engagement are low-hanging fruit in near-term AI integration. AI programs 
already exist which recognize disease in medical imaging and perform better than highly trained radiologists.2 Software 
in weapons sights and attached to networked sensors will remain vigilant 24 hours a day and recognize camouflaged, 
concealed, and hidden targets a human would miss. They will also quickly suggest the best engagement method. A 
sensor on an unmanned ground vehicle may spot an expertly concealed enemy tank; it would then use a network 
to determine the assets available and capable of engagement. The AI might re-task another asset to confirm the 
target’s identity using other sensors. Using a highly developed threat library, definite confirmation is possible. It 
would then apply rules of engagement, calculate risks to others in the area, and select the most proportional and 
efficient munitions option. A human in the loop might then be queried for a decision — all within seconds. 

Imagine also a platoon conducting operations in an urban environment. Military operations on urban terrain (MOUT) 
remains one of the most hazardous task sets. Countless structures and gritty city battlefields will feature more in 
future conflicts.3 A common sci-fi trope is nearer to reality today than ever before; robotic systems will exceed 
the performance of the best Infantryman. Robots continue to operate until exhausting their power source — or 
when faced with mechanical failure. Robots under advanced AI control will not tire or hesitate to make entry when 
ordered to clear a room. The perfect robot point man will make entry, scan a room, move, and destroy its target 
with mechanical precision. Today’s Infantryman cannot compete with the reaction times or split second decision-
making abilities of such a system. An AI in control of such a battlefield robot will analyze the contents of a room, 
all individuals present, weapons, intentions, and other variables within nanoseconds. It will use its capabilities to 
slew its weapons system and fire before a human brain is capable of even seeing it break through the door. Make 
entry, clear the fatal funnel, identify the enemy threats, and move to dominate the room. 

Every Infantryman’s worst nightmare is having part of the team go down. Casualty evacuation under fire is a 
dangerous and heartbreaking process. It’s also resource intensive. For every Soldier wounded in combat, it may 
take up to five Soldiers out of the immediate fight. A general purpose combat robot would also excel here. While 
battlefield robots will come in many form factors, a humanoid body may prove the most flexible in many situations. 
The robot would instantly react to a human taking fire and respond in kind. It would then maneuver itself, and apply 
its superhuman strength and speed to extract the casualty. AI-powered robots may also possess the knowledge 
and skills of the best collection of trauma surgeons and stabilize their wounded human buddy. A robot could also 
carry a wounded Soldier for miles at an extremely rapid pace to a hastily coordinated casualty collection point or 
medical evacuation (MEDEVAC) location.

The Air Force’s new operational concepts stress information dominance and sensor fusion.4 Its F-35, paired with 
pilots, analysts, and leaders will fundamentally change the combat decision-making process in the air and on the 
ground. Similarly, the Army must also employ these concepts to mission command. Further, AI will serve as an 
expert advisor to even our most senior leaders. For example, when a brigade combat team commander faces an 
enemy force, his AI and human staff can work together to provide high-quality solutions in real time. An AI is capable 
of ingesting and processing countless variables and can review information feeds from thousands of sensors. The 
AI will recognize patterns the best human intelligence analysts would miss and run the most detailed war games 
thousands of times per minute. It would remain many steps ahead of an enemy opponent. Some AI systems today 
have even mastered the art of deception. AI will recognize enemy demonstrations, feints, and ruses while embedding 
deceptions in our own courses of action. The AI adviser would simultaneously run through cycles and versions of 
the military decision-making process (MDMP) in real time.  

Academics, futurists, journalists, and scientists grapple with these possibilities today. The Army has done little to 
explore the ramifications of general AI within the operational force. While organizations like the Defense Advanced 
Research Projects Agency (DARPA) push the boundaries, it often takes years for capabilities to mature.5 All the while, 
the pace of technological innovation continues to accelerate. 

While AI may be our friend and helper now, some say that such an arrangement is far from permanent. Once we 
assign goals to intelligent systems, they will find novel ways to achieve their objectives. We must also prepare for the 
day that AI goes off the rails. An uncontrolled AI explosion could unleash the most cunning, ruthless opponent our 



Army has ever faced. We should devote some time to contingency planning. If Elon Musk, the late Steven Hawking, 
and others’ warnings come to pass, we will not be ready.6

We strongly urge this community and all aspects of our government/industry team to devote resources to further 
AI integration in our force. We also recommend that counter AI strategy be developed.7 Our human opponents 
will master the technology, too. Finally, we must prepare ourselves for a time when an automated machine-led AI 
threat emerges to face us in both the kinetic and cyber realms.
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